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Instructions: e Attempt five questions in all. Question 1 is compulsory.
All questions carry equal marks. e

(1) (a) Without using the fact that —Z%_ is a field, show that the

<x®—2>

element z — 5+ < x° — 2 > is invertible in <;Q;[L_d2>. 2]

(b) Let K be the set of all real numbers that are algebraic over Q.
Show that K|Q is an infinite extension. 2]

(c) Show that the algebraic closure of F3 is an infinite field. 2]

(d) Let k C F C E be a tower of algebraic extensions such that F|k
is separable. Show that E|F is separable. 2]

(e) Show that every finite extension of [F5 is a cyclic extension. [3]

(f) Let F be a field of characteristic p. Show that if F' contains a
primitive n* root of unity, then p cannot divides n. 3]

(2) (a) Show that a finite extension E|k is normal if and only if £ is the

minimal splitting field of some polynomial over k. [2+3]

(b) Show that the algebraic closure of a countable field is countable.
4

(c) Let F|k be an extension and a € F. Show that k[a] = k(«a) if
and only if « is algebraic over k. [1+4]

(3) (a) Let F|k be a normal extension of degree n. Show that the group
of all k-automorphisms on F' is of order n if and only if F' is
generated by finitely many separable elements over k. [9]

(b) Let E be the minimal splitting field of the family of all polyno-
mials over k. Show that E is an algebraically closed field.  [5]
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(4) (a) Show that the Galois group of n*-cyclotomic polynomial over Q
is same as the Galois group of ™ = 1 over Q and that it is a

solvable group for all n > 1. [1+4]
(b) Show that the extension k(z1,xa,...,z,)|k(e1,ea,...,6,) is a
Galois extension where ey, . . . , e, are elementary symmetric func-
tions in indeterminates w1, ...,x,. Determine the order of the
Galois group also. 5]
(c) Determine the Galois group of z* — 3z — 1 over Q. 4]

(5) (a) Let k be a finite field with n elements. Then show that

(i) n = p™ for some m € N, where p = char(k). 4]

(ii) k& has primitive (n — 1) root of unity. 5]

(b) Show that the polynomial 27 — x — a is irreducible over F,, for
any non zero a € F),. 5]

(6) (a) Let f be a separable polynomial over a field k, K|k be an ex-
tension, E be the minimal splitting of f over K, and L be the
minimal splitting field of f over k contained in E. Show that
Gal(E|K) is isomorphic to the subgroup of Gal(L|k) correspond-
ing to the subfield K N L. 5]

(b) Show that z* — 2 is irreducible over Z;. 4]
(c) Consider the extension Q(w)|Q where w is a primitive 7" root of
unity. Show that there are only finitely many subfields of Q(w)
containing Q. 5]

(7) (a) Let f be a monic polynomial over Z and f be the corresponding
polynomial over Zs. Show that if the group of f over Q is G, then
the group H of f over Zs is a subgroup of GG as a permutation

group on the roots. [9]
(b) Show that there exists an irreducible polynomial of degree 6 over
Q which is not solvable by radicals. 5]
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Instructions: Attempt five (5) questions in all. Question no.
1 is compulsory. All questions carry equal marks. The set G is an
open subset of the complex plane C unless otherwise stated.

1. (a.) Evaluate / dz, where v : [0,7] — C is defined by

L2241
y(t)=e* for 0<r<1andr>1. 3]
(b)) If f: D ={z:]z] <1} — D is an analytic function,
show that f/(0) € D. 3]
: . , z
(c.) Determine residue(s) of the function f(z) = EFTE at
its pole(s). 3]

(d.) Suppose the function f : G — C is analytic and 1-1; show
that f’(z) # 0 for any z in G. Does the converse hold?
Justify. 3]

(e.) Suppose f : G — C is a non constant analytic function
with f(a) = 0 for some ¢ € G. Can a be a limit of a
sequence of zeros of f in G 7 Why or why not? 2]

2. (a.) Find an analytic function which maps the region G = {z =
r+iy; —5 <y < 5} onto the disk B(1;1) = {z: |z —1| <
< cosxr — 1

(b.) Evaluate / ————dx . [6]

0 x?

3. (a.) Let f: D — D be an analytic function and @ € D. What
is the maximum possible value of |f’(a)| ? Suppose the
function f: D — D is analytic, bijective and f(a) = 0,
show that there is a number ¢ on the unit circle such that
f(w) = cpa(w) for all w € D. The function ¢, is defined

z—a
by wa(2) = T —— 8]
(b.) Prove that index of a closed curve, whether smooth or not,

is always an integer. [6]
1




. (a.) State Laurent Series Development (Laurent’s Theorem)
and classify, with justification, the three types of Isolated
singularities based on Laurent’s series. 8]

(b.) Define a branch of logarithm on the region G = C \
[0,00). Is it possible to define branch of logarithm on the
punctured plane C \ {0}? Justify. 6]

. (a.) Let f and g be analytic functions in an open set containing
B(a; R) with no zeros on the circle v given by |z —a| = R.
If |g(2)| < |f(2)] on =, show that f and f + g have
the same number of zeros inside the circle v. Hence or
otherwise prove the Fundamental Theorem of Algebra. [§]
(b.) Let f be an analytic function on a disk B(a;r). Show that
there is an € > 0 and a § > 0 such that ; if ( € B(f(a);€)
the equation f(z) = ¢ has a solution in B (a;9). 6]

. (a.) Give three advantages of having a simply connected region
over an ordinary open set. Justify one of your statements.
3]

(b.) Let f be a non-constant analytic function on a bounded
open set G and is continuous on G. Prove that either f
has a zero in G or f assumes minimum value on 0G. [6]

. (a.) Let f be an analytic function on an open set containing
B(a; R) which is one-one in B(a; R) and 2 = f( (a; R)),
and 7 is the circle \z—a\ R ShOW that f ) is defined

z f’
for each w € Q by f* =5 / e 8]
(b.) State Morera’s Theorem. Is the functlon g defined by
g(z) = & , for z # 0 and ¢(0) = 1 an entire function?

Justify. [6]
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Instructions: « Write your Name, University Roll No., College, Course and Title of the Paper
with Unique Paper Code on the first page and your Roll No. and page No. on each subsequent
answer sheet. eAttempt five questions in all. Question 1 is compulsory. All questions carry
equal marks.e The symbols used have their usual meanings.

(1) (@ IFEcR and m*(R \ E) =0, Show that E is dense in R. [4]

(b) Does there exist a Lebesgue measurable function which is not Borel measurable?
Justify your answer. (3]

(c) Let{¢,} be asequence of measurable simple functions on R such that {¢,(x)} is
decreasing for every x € R. Define f(x) =lim,_.o ¢, (x), x € R. Can you conclude

that [ fdx =lim,_. [ @,dx ? Justify your answer. (3]
(d) Define f onR by (2]
(x) = -1, if xis arational number,
f = 1, if xis anirrational number.

Find the four derivatives of f at any x € R.

(e) Let g:[a, b] — R be a Lipschitz function, i.e., there exists M > 0 such that |g(x) —
g < M|x-yl, Vx,y¢€ [a, b]. Show that g is absolutely continuous on [a, b]. [2]

(2) (a) If E c R and € > 0, show that there is an open set O containing E such that
m*(0) < m*(E) + €. In particular, if E = N, give explicitly such an open set O
containing E. [7]

(b) Let [X,S,ul be a complete measure space and {f,,} be a Cauchy sequence in
LP(u),1 < p < oo. Show that there exists a functon f and a subsequence {n}
such that f,, — fa.e., fe€LP(u) and | f;, - fll, — 0as n— oo. (7]

(3) (a) Let f be abounded real valued function on a finite interval [a, b]. If f is Riemann
integrable on [a, b], show that f is integrable and that R [ : fdx= [ f fdx. Give
an example to show that the converse is not in general true. [7]

(b) Let V < [0,1] be a Lebesgue non-measurable set and define f: [0,1] — R by

X, ifxeV,
f& ‘{ x+2, ifxe[0,1\V.

Prove that f~!({a}) is Lebesgue measurable for every a € R, but f is not measur-
able. Prove also that if ¢ is a simple functon on R such that ¢~!({a}) is a Lebesgue
measurable set for every a € R, then ¢ is measurable. [5+2]

(4) (a) Let [X,S, 1] be a complete measure space and {f,,} be a sequence of integrable
functions on X such that Y52, [ |faldu < co. Prove that Y97, f,, converges a.e.,
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its sum f is integrable and [ fdu=3Y%, [ fodu. Compute the integral (3 +4]

. ® psin(x/n)
lim —_—
n—ooJo x(x2+1)
(b) Let f be a Lebesgue integrable function on R. If [ fdx = 0, can you conclude
that f = 0 a.e.? Will the conclusion be the same if f also satisfies the condition

that f < 0 ? Justify your answers. [7]

(5) (a) Let {E,} be a sequence of subsets of R such that E;, o E;;+1Vn. Find limsup E,

and liminfE,,. If E,;’s are also Lebesgue measurable and m(E;) < oo, show that

m(lim E,) = lim m(E,). (7]

(b) Defiine g on R by (3 +4]
2(x) :{ sin(1/x), ifx#0,

0, if x=0.

Is g of bounded variation on [%, 10] 2 On [0, 10]? Justify your answers.

(6) (a) Defiine f on [-1,1] by (7]

_ | xsin(1/x), ifx#0,
f(x)‘{ 0, if x = 0.

Find the measure of the set E = {x: f(x) <0}.
(b) Let [X,S,u] be a complete measure space. Discuss the relationship between
LP(u) and L9(u), where 0 < p < g < oo. (7]

(7) (a) Show that the outer measure m™ of a closed bounded interval I is its length. [6]
(b) Let [X,S, ul be a measure space and f, f;, n = 1 be measurable functions on X
such that f,, — fa.e,. If u(X) < oo, show that f,, — f in measure. Give an example

with justification to show that the conclusion fails if ¢(X) is not finite. [4+4]
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Section A

(1) (a) Show that the solution of the problem ' = —x/y, y(0) = 1 cannot be extended
beyond the interval —1 < z < 1.

(b) Prove that if ¢, ¢y are solutions of %(p(m)%) + q(z)y = 0 then p(¢16h —
@) ¢2) =constant.

(c) State true or false and justify. The critical point (0,0) of the non linear au-
tonomous system

d d
d—j:x—i-y—i—fy, d—i:?)x—y—l—%y?’,

is asymptotically stable.

ikl |

where 7= (z,y, z) is any point and 7 is a fixed point is a

(d) Show that ¥ = ER

solution of the space form of wave equation.

(e) State and prove the necessary condition for the existence of solution of the Neu-
mann problem for Laplace equation. What can you say about uniqueness of the
solution? Justify.

Section B

(2) (a) State and prove the existence and uniqueness theorem for IVP for system of n
first order differential equations.

(b) Find the function ¥(z,y, ) such that (V2 + K?)¥ = 0 for y < 0 and ¥ = f(z, 2)
foryszhereV2:%+aL;2+%_

(3) (a) Prove that the unique solution ® of the non homogeneous linear vector differential
equation ‘% = A(t)X + F(t) that satisfies the initial condition ®(¢y) = X where
to € [a, b] can be expressed as

O(t) = W)U (tg) Xo + T(2) /t U (u)F(u)du

to

where U(t) is an arbitrary fundamental matrix of the corresponding homogeneous
vector differential equation
ax
— = A(t)X.
o =AW

(b) Prove that if there exist a Lyapunov’s function V' (X) in an open region € about the
origin for a non-linear autonomous system X = F(X) such that —VV(X).F(X)

[4+5 |
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is positive definite in 2 then origin is asymptotically stable. Show that the critical
point of the system

i =8z — >
y=—y+a’

are (0,0), (2,4). Determine the stability of the origin from its associated linear
system.

(4) (a) Find the system of three first order equations equivalent to the third order equation
y" = 422 + 3yy’ + (y")?. Explain precisely why or why not there exist a unique
solution of the given equation under the conditions y(0) = 1,4/(0) = —3,3"(0) = 0.

(b) Consider the equation % + q(t)x = 0 where ¢ is continuous on a < t < b and
such that 0 < m < ¢(t) < M for some constants m and M. Let ¢; be a solution
of the above equation having consecutive zeros at t1, to (a < t; < ta < b). Show
that \/LM <ty —t2 < \/Wfﬁ

(¢) Solve the intial boundary value problem

06 020
5 =g ¥ >0, t>0, 0(0,t) = ¢(t), t >0, (x,0) = f(z), x > 0.
(5) (a) Find the solution of the equation % - giyij =0, —oo < x < oo, y > 0 satisfying

the condition (i) z and its partial derivatives tend to zero as x — oo, (ii) z =
f(z), and g—; =0aty=0.

(b) Find the solution of the Llaplace equation V2W¥ = 0 for the points outside a finite
region V when we are given the value of both ¥, and g—g on the boundary S of V.

(6) (a) Find the general solution of ¥] = 2y1+y2—ys3, vh = y1+2y2—ys, Y4 = y1+y2—3ys.

(b) If the surface y = 0 of the semi-infinite solid y > 0 is maintained at a temperature
¢(z,y, z,t) for t > 0 and if the initial temperature of the solid is f(x,y, z) determine
the distribution of temperature in the solid.

(7) (a) Suppose u(z,y, z) is a harmonic function in a domain D € R?® and is continuous
on D. Then show that u attains its maximum on the boundary B of D.

(b) Find the eigen values and eigen functions of the Sturm-Liouville problem
d dy A ’ 102
_ — —_ fy 1 = 4 = h .
T [xdx} +xy 0, v'(1)=0, y'(e*") =0 where A >0
(c) Solve the non homogeneous BVP y" = —x#, y(0) =0, y(1) +¢'(1) = 4 using the
method of Green’s function.



