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Instructions: e Question number 1 is compulsory. ® Answer any other four questions
e Each question carries 14 marks.

(1) (a) Let X be the Hawaiin earring. Show that each circle C,, with radius 1/n
and centered at the point (1/n,0) is a retract of X.

b) Let x¢ be an interior point of the unit n-disc D™. Show that there exists
p
a homeomorphism of D" onto itself which sends xg into 0.

(c) Let f : S* — S! be a continuous map with f(1) = 1. Show that the
induced homomorphism f4 on 7 (S', 1) is the multiplication by deg(f).

(d) If a discrete group G acts freely and properly on a Hausdorff space X,
show that each point € X has an open nbd U in X such that gUNU = ()
for every g € G distinct from the identity element.

(e) Let g : S* — RP"™ be the quotient map which identifies the antipodal
points. Compute the group A(p).

(2) (a) Let X = D?U B, where B is the open ball of radius 1 and centered at the
point (2,0) in the Euclidean space R?. Show that the subspace X of R?
is contractible.

(b) Show that the unit n-disc D" is a strong deformation retract of the Eu-
clidean space R".

(c) Give an example of a deformation retract that is not a strong deformation
retract. Justify your claims.

(3) (a) Let f be a continuous map of a space X into the n-sphere S™. If f is not
surjective, show that it is nullhomotopic.

(b) Show that the exponential map p : R — S' is open.

(c) Let f : S! — S! be the continuous map z + 2" n > 1 an integer.
Determine the induced homomorphism f4 on W(Sl).

(d) Let ¢,% : X — Y be continuous maps. Show that the homomorphisms
¢4 and Yy on w(X, x) differ by an isomorphism.

(4) (a) Define the degree of a continuous map S* — S'. Show that two continuous
maps f and g of St into itself have the same the degree if and only if f ~ g.
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(b) Show that the quotient map S™ — RP", which identifies pair of antipodal
points, is a covering map.

(5) (a) Show, by an example, that the composition of two covering maps need
not be a covering map. Justfy your assertions.

(b) Let p : X > X bea covering map, where X is locally path connected.
Show that each point of X has a path-connected admissible nbd.

(c) State the Homotopy Lifting property of a covering map p : X = X If
fis aloop in X based at xo, show that f lifts to a loop in X based at
T € p~!(xo) if and only if [f] € pum(X,,T).

(6) (a) Let p: X — X be a covering map, where X is path-connected. For any
1o € X and 7 € p~!(xg), show that the isotropy subgroup of m(X, z,) at
T is pum (X, ).

(b) Let p : X = X be a covering map, where X is connected and X is
locally path-connected. Show that the subgroups p#ﬂ'(X, i), 7 € pHxy),
constitute a complete conjugacy class in 7(X, zg).

(c) If p: X 5 Xisa regular covering map, and ¢ a closed path in X, show
that either every lifting of ¢ is closed or none is closed.

(7) (a) If a discrete group G acts freely and properly on a connected Hausdorff
space X, prove that the orbit map ¢ : X — X/G is a regular covering
map.

(b) Let X be a connected, locally path-connected and semilocally simply con-
nected Hausdorff space. Shoy that, for each subgroup H C n(X,x),
there exists a covering space X of X such that 7r(X ) = H.
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(1) (a) Determine the radical of the ideal < 5 + 2z + 422 > in Zg[z].

2]

(b) Let I be an ideal of a ring R such that I, = Ry, for all maximal
ideals m of R. Show that I* = I. 3]

(c) Let R be a ring and p € Spec(R),q € Max(R) be such that
R, C R,. Show that if R, is Noetherian, then R, is Noetherian.

3]

(d) Let R be a DVR and I be a nonzero ideal. Show that there exists
m € N such that the nonzero elements of I are precisely the set
of all elements of R whose valuation is greater than or equal to

m. 3]

(e) Show that Z[v/2] is a Dedekind domain. 3]

(2) Let R be a ring.
(a) If a € R is any nonzero element, then show that there exists a

prime ideal of R not containing a. 5]
(b) Let f, g € R[z]| be primitive polynimals. Show that f.g is primi-
tive. [5]

(c) Let my, my, m3 € Max(R) be such that mymemg = 0. Show that
the nilradical of R is zero and R is isomorphic to a finite direct
product of fields. 4]

(3) (a) Give an appropriate example to justify the following statement:
Let R and T be domains such that S™*R C ST for some
multiplicative closed subset S of R and 7. Then R and T may
not be comparable. 4]

(b) Let R, C R, for some p, q € Spec(R). Determine whether q C p
or p C q. Justify your answer. 3]
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(c) Let p be a prime ideal of R. Show that the prime ideals of R
contained in p are in one to one correspondence with the prime

ideals of R,,. [7]

(4) (a) Let R be a Noetherian ring. Show that R has only finitely many

minimal prime ideals. 4]

(b) Show that the isolated primary components in a decomposable
ideal I of a ring R are uniquely determined by I. 5]

(c¢) Show that the number of primary ideals in any minimal priamry
decomposition of a decomposable ideal I is unique. 5]

(5) (a) Determine the integral closue of Zyz in Q. 3]

(b) Let R C T be an integral ring extension. Show that
dim(R) = dim(T)
3]

(c) State and prove the going down theorem. 9]

(6) (a) Let I be a non zero proper ideal in a Noetherian ring R. Show
that the family of all prime ideals conaining I has finitely many

minimal elements. [5]
(b) Show that an Artin ring is uniquely determined as a finite direct
product of Artin local rings. 9]

(7) Let R be a Noetherian local domain of dimension one, m its maximal
ideal, and &k = R/m its residue field. Show that the following are
equivalent:

(a) Ris a DVR.
(b) dimy(m/m?) = 1.
(c) There exists x € R such that every nonzero ideal is of the form

< ™ > for some m > 0.
[14]
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(1) (a) Find a complete set of non-isomorphic irreducible CG-modules for the

cyclic group of order four and their dimensions. (3)
(b) Write down the characteristic table for the group (j—z) X S (3)
(c) Consider the subgroup H = ((1,2,3)) of Sy. Find all the irreducible
characters of H. (3)

d) In symmetric groups of any order n > 2, the linear characters of the
Yy g y
quotient group by its derived subgroup are lifted to linear characters
only. Prove or disprove. (3)

(e) Let w be the fifth root of unity. Is w(w? + w?) is an algebraic integer?
Justify. (2)

(2) Define permutation and regular F'G-module of a group G over a field F.
Are they isomorphic for the group S;? Prove that the CG-submodules
Uy={uelU|l ug=uvVgeG}and V; ={v e V| vg=uvVge G} of
isomorphic CG-modules U and V respectively are isomorphic. Construct
one example each of subgroups in S; for which the permutation module
over F' is isomorphic to the regular F'Sy;-module and for which they are
not. (24+2+4+3+3)

(3) (a) For any arbitrary group G, does there always exists a faithful CG-
module? Justify. Show that there are groups for which there always
exists a faithful irreducible CG-module? Justify whether this existence
holds in case of finite abelian groups. (246+3)

(b) Give an example of a faithful irreducible CG-module of dimension two
for the group Dsg. (3)

(4) (a) Determine the normal subgroups of any group G using its irreducible
characters and in particular, prove the necessary and sufficient condi-
tion for G to be a simple group. (4+5)

(b) Find three irreducible characters of Sy which are obtained by lifting
irreducible characters of some suitable quotient of the group S;. (5)
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(5) (a) Prove that (x",¢) # 0 for any arbitrary irreducible character ¢ of
group G, x faithful and takes r distinct values over G, some n €
{0,1,---,r — 1}. Does the result still hold when x is not faithful?
Justify. (6+5)

(b) Show that for every irreducible character ¢ of a non-trivial finite group,
the inner product (x, ) is not zero when x is either trivial or regular
character of G. (3)

(6) (a) Show that the number of irreducible characters of degree one is b in a
non-abelian group of order ab with a and b prime integers and a > b.
Also determine the degrees of all other irreducible characters of this
group. (4+4)

(b) Give an example of a group of order ab with a and b prime integers
which has no irreducible character of degree more than one. Prove
that such a group is abelian. (3+3)

(7) Show that there exists a non trivial normal subgroup of a group of order
pq, where p and ¢ are prime integers. Find the exact order of a non-
abelian group of order less than 75 having no nontrivial normal subgroup by
showing that any even ordered group G with |G| = 2n, n odd integer always
has a normal subgroup H with |G : H| = 2 using regular representation of
G. (6+8)
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(Question No. 1 is Compulsory: 14 marks)

(1) (a) Show that if f,g € LX(T), then |f % gllzs < [Ifllssligls. Here, £ g
is the convolution of f and g.

(b) Show that if f € L(T), then lim f(n) = 0.

|n]—o0
(c) Show that every topological group is homogeneous.

(d) How you interpret the Fourier transform of functions in L!'(G) as a
convolution? Justify your answer. Here, G is a locally compact abelian

group.

(Answer any FOUR questions: 4 x 14 marks = 56 marks)

N
(2) (a) Let f, ¢ € LY(T), where ¢(t) = > ane™. How ¢x f and n*® Fourier
n=—N
coefficient f(n) of f are related? Justify your answer. Here, ¢ x f is
the convolution of ¢ and f.
(b) State and prove a result which gives non-zero complex homomorphism

of L'(G). Here, G is an locally compact abelian group.

(3) (a) Under what condition(s), the Fourier transform 7, of a function
[ € L'(R) is differentiable? Justify your answer.
(b) How you express a function f € L'(T) in terms of a summability
kernel in L'(T)? Explain.

(4) (a) Show that if f is continuous and with compact support on R, then

A1 = 1£11
(b) Show that {f € L*(R) : support of f is compact} is dense in L'(R).

(5) (a) Find the value of the modular function on a compact subgroup H of
a locally compact group G.
(b) Show that there exists a continuous function on T whose Fourier series
diverges.

[3 Marks]

[4 Marks]

[3 Marks]
[4 Marks]

[4 Marks]

[10 Marks]

[4 Marks]

[10 Marks]

[7 Marks]

[7 Marks]

[4 Marks]

[10 Marks]
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(6) (a) Show that the modular function of a locally compact group G is a
homomorphism from G to R,. Here, Ry is the multiplicative group of
positive real numbers.

(b) Show that if f € LYT), t, € T and f% HO=SCl gt < 0, then

0 t—t,
Sn(f,t,), the sequence of partial sum of the F01|1riellr series of f at t,,
converges to f(t,).
(c) Show that if U is a neighborhood of the identity e of a topological
group G, and F' is a compact subset of GG, then there is a neighborhood
V of e such that zVa~' C U for all x € F.

(7) (a) Show that a left Haar measure A on a locally compact group G is not
identically zero.
(b) Show that if A is a left Haar measure on a locally compact group G,
then G is compact if and only if A(G) is finite.

[3 Marks]

[5 Marks]

[6 Marks]

[4 Marks|

[10 Marks]
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(1) (a) Prove or disprove (with justification): Every self adjoint norm
on M, is unitarily invariant. (3)
(b) Determine a matrix norm with respect to which a unitary ma-
trix has condition number one. (3)
(c) Determine the polar decomposition of a non-zero vector a in
Cn. (3)
(d) Prove or disprove: For z,y € R™, x <% y if and only if x <, y.
(3)
(e) Prove or disprove: If every leading principal minor of a Her-
mitian matrix A is nonnegative, then A is positive semidefinite.
)
(2) (a) Let A € M,(R) with determinant 1. Prove that there exists
a matrix B € M, (R) such that B~!4 is a special orthogonal
matrix. (7)
(b) Let A = (asj) € M, be a positive definite matrix. Prove that
m

for any m € N, the matrix A,, = (a?) is positive definite. (7)

ij

(3) (a) Let |[-|l1 and || - ||2 be norms on C™ such that (max,g Hi”;) =
(max, g Hi”i)f1 Then prove that || - || = ¢|| - ||¥ for some
positive scalar c. (7)

(b) Let A € M, be Hermitian and non-singular. Prove that there
exists a unique positive semidefinite matrix P € M, and a
unique unitary matrix U € M, such that A = UP. Further

prove that A is normal if and only if PU = UP. (7)
(4) (a) Find T-transforms 77, T and a permutation matrix P such that
(1,2,3) = (6,0,0)T T P. (7)

(b) Prove that SI,,(C) is connected. Determine the number of path

components of O(n). (4+3)
1
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(5) (a) Prove that the singular values of a matrix are the continuous
functions of the entries of the matrix. (7)

(b) Let H = (X Y be a Hermitian matrix with X, Y € M,.

Y* X
Give example to show that H may not be positive semidefinite
if X and Y both are positive semidefinite. Further, if X and Y
are unitary matrices such that X* and Y commute with each
other, then prove that H is positive definite if and only if X is
positive definite with p((X*)?) < 1. (7)
(6) (a) Prove that x < y if and only if z <, y and —z <, —y. Fur-
ther prove that if (x;) is such that z; > 0,> " ; x; = 1, then

(%’%’... ’%) {(x1,$27... ’:L'n)‘ (4+3)
(b) State and prove Gersgorin theorem for columns. (7)

(7) (a) If A, B € M,, commute with each other, then prove that e and
eB also commute with each other. Give example to show that
the converse need not be true. (4+4)

(b) For a doubly stochastic matrix A, prove that |||A[|2 <1, |||-]l]2
being the spectral norm. (6)
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(1) Prove or disprove the following statements:

(a) Let T : 1> — I? be defined by T(x1,22,---) = (0,21,22,--+). Then
op(T) is an open subset of C.

(b) Let {\}nen be a bounded sequence of real numbers. Let T : 12 — [
be defined by T'(x1,x2, ) = (AMx1, Aoxa, ). If % Y opeq Ak — 0 as
n — oo, then T is a compact operator.

(c) Let T : 1> — 12 be defined by T'(z1, 22, --) = (22, 23,---). Then T is
a compact bounded linear operator.

(d) Let T be a bounded linear self-adjoint operator on an infinite dimen-
sional Hilbert space X. Then the null space N (Ty) of T\ =T — A\ is
finite dimensional, for every A # 0.

(e) Every self-adjoint linear operator 7" on a Hilbert space H is idempo-
tent.

(f) The operator T : I2 — [% defined by T'(z1, 72, --) = (0,0, 21,22, )
is positive.

(g) Every compact self-adjoint operator T' : [> — [2 is of the form
T(x1,xe, ) = (AMx1, Aaxa, - - - ), where { A, }nen is a sequence of real
numbers such that A\, — 0 as n — oc. (2x7)

(2) (a) Let T:1?> — [?> be defined by Tz =y, = (£,), ¥y = (M), M = nén,
where {ay, }nen is dense in [0, 1]. Find 0,(T") and o(T).

(b) Show that a bounded linear operator 7" defined on a complex Banach
space X is invertible if and only if 7" is bounded below and its range
is dense in X. Use this fact to define 04y, (T") and ocomp(T) and show
that o(T") = oapp(T) U 0comp(T)

(c) State the Spectral Mapping Theorem for Polynomials for operators
on Banach spaces. Use it to determine the spectrum of an orthogonal
projection P defined on a complex Hilbert space H.

(646 +2)

(3) (a) Let T be a bounded linear operator on a complex Banach space X.
Then show that ogp,(T) is a closed set. Further, prove that boundary
of o(T) is contained in oy (7).
(b) Show that the identity operator on I? is not a compact operator.
Further, is it true that for any two vectors y and z in {2, the operator
T :1? — [? defined by Tz = (x,y)z is compact? Justify your claim.
(¢) Show that range of a compact linear operator T : X — Y is separable,
where X and Y are normed linear spaces. (6+3+5)
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(4) (a) Let X = CJa,b], where [a, b] is any compact interval. Then show that
T : X — X defined by (T'z)(s) = f;(s —t)22(t)dt is a compact linear
operator.

(b) For a compact linear operator 7' : X — Y, where X and Y are
normed linear spaces, establish that the operator T* : Y/ — X' is
also a compact operator, where 7% is defined by (T%*¢g)(z) = g(Tz),
g € Y and, X’ and Y’ are dual spaces of X and Y respectively.

(c¢) Let T" be a compact linear operator on a Banach space X. Then show
that every spectral value A\ # 0 of T, if it exists, is an eigenvalue of
T. What can you say about the case A = 07 (24+6+6)

(5) (a) Let T be a bounded self-adjoint linear operator on a complex Hilbert
space H. Then show that a number A € p(T) if and only if there exists
a ¢ > 0 such that | T)\(x)|| > c||z||, for all x € H, where T\ =T — AI.
(b) For any bounded self-adjoint operator 7" on a complex Hilbert space
H, establish that ||T'|| = max{|m/|,|M|}, where m = in}fq {{Tz,z) |
Te
lz|| = 1} and M = sup{(Tz,z) | ||z|| = 1}. Further, is it true that
zcH
both m and M are in o(7T)? Justify your claim.

(¢) Suppose bounded linear self-adjoint operators 77 and T3 on a complex
Hilbert space H satisfies 7115 = T517. If T5 > 0, then show that T12T2
is self-adjoint as well as positive. (64+6+2)

(6) (a) Suppose Pp, P, are two projections on a Hilbert space H satisfying
Py (H) C P»(H). Show that then P, — P; is also a projection on H.
(b) Show that every positive bounded self-adjoint linear operator T :
H — H on a complex Hilbert space H has a positive square root.
(¢) Suppose T, S be positive operators on a complex Hilbert space H
satisfying T'S = ST. Then show that ST =TS > 0. (24+6+6)

(7) (a) Find the spectral family of the zero operator T =0: H — H on a
complex Hilbert space H # {0}.
(b) Let T be a bounded linear operator on a complex Hilbert space H.
Then show that there exists a partial isometry W such that T =
W|T| = (T*T)"/2. Is this decomposition unique? Justify your claim.
(c) Let T be a compact linear operator on a complex Hilbert space H.
Then show that there exists two orthonormal sets {e,} and {f,} in
H and a sequence of positive numbers {s, } converging to 0 such that
T=> sp<..en> fn. (24+7+5)
n
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(1) (a) If .# in H(G) is normal then show that it is locally bounded.
(b) Show that []>7, (1 — %) = 1.
(c) Prove that if u is harmonic then so are u, = 9% and u, = 9%,
T y
(d) Let f be an analytic function on the disk B(a;r) such that

If'(z) = f'(a)| < |f'(a)] forall z € B(a;r), z # a.
Show that f is one-one.

(2) (a) Let {f,} € C(G;Q) and suppose that {f,} is equicontinuous.
If feC(G;N) and f(z) = lim f,(z) for each z then show that

fo = I
(b) Prove that a set A C C is convex if and only if for any points
z1,+++, 2z in A and real numbers t1,--- ,t, > 0 with Zzzl t, =1,

ZZ:I thzr € A.

(3) Let f be analytic on G = {z : Re z > 0}, one-one, with Re f(z) > 0
for all z in G, and f(a) = a for some real number a. Show that

[f'(@)] <1,

(4) (a) Let K be a compact subset of the region G. Then show that
there are straight line segments 7, --- ,7, in G — K such that for
every function f in H(G),

w—z

fz) = i%/ S gy for all = € K.
k=1 Tk

(b) Prove that lim,_,g w =1.

(5) (a) State and prove the Mittag—Leffler theorem.

(b) Let G be a region which is homeomorphic to the unit disk D.
Show that G is simply connected.

(6) Suppose that f : D — C is a continuous function such that both Re f

[8 Marks|

[6 Marks|

[14 Marks]

[8 Marks|

[6 Marks|

[8 Marks|
[6 Marks|

[14 Marks]
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and Im f are harmonic. Show that
f(re?) = % /7r f(e®)P.(6 — t)dt, for all re? € D.
Further, show that f Tirs analytic on D if and only if
/7r fleMe™dt =0, for all n > 1.

(7) (a) Let f be an entire function that omits two values. Prove that f
1s a constant.

(b) Show that cosmz =[] 2 [1 — (i} .

n=1 2n—1)2

[8 Marks|

[6 Marks|
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(1) (a) Let X = [—1,1] and A be the o-algebra of all Lebesgue measurable subsets
of [-1,1]. Define

1
I/(E):/xsin—dx, E e A
E T

Determine a Hahn decomposition for the signed measure v. 4]
(b) Consider Lebesgue measure on R and let A = [—1,1] x [1,2] C R% Then
express R? \ A as a disjoint union of measurable rectangles of R? and justify
your answer. 4]
(¢) Check if A =U22,({n} x [0,1]) is a Baire set of R 3]

(d) Consider the measure p on (R, P(R)) defined by p(@) = 0, u({1}) = 0 and
p(A) = oo for all other subsets of R. Show that p is inner regular but not
outer regular. 3]

(2) (a) Let p be a o-finite measure and T be a bounded linear functional on LP(u)
with 1 < p < co. Show that there is a ¢ in L9(p) with 1/p+ 1/¢ = 1 such
that T(f) = [ fgdu, ¥V f € LP(p), by assuming that the result holds for any
finite measure p. 6]

(b) State Radon-Nikodym theorem (for measures) and prove only the uniqueness
part. [1+7]

(3) (a) Let v be a signed measure on (X,.A) and E € A such that —oco < vE < 0.
Show that there is a negative set A C F with vA < 0. 6]

(b) When is an outer measure p* on X said to be regular? Show that an outer
measure induced by a measure on an algebra is a regular outer measure. [4]

(c¢) Show that the Lebesgue measure m,, on R" is o-finite and takes finite value
on Bounded Borel sets. [4]

(4) (a) State Lebesgue decomposition theorem, prove only the uniqueness part and
illustrate the theorem with an example. 6]

(b) Consider Lebesgue measure on R, let n € N,n > 2 and S be the o-algebra
of subsets of R” on which the complete product measure m,, is defined. If
FE € S, show that rE € S for any real number r. 4]
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(c) Let E be a Baire set in a locally compact Hausdorff space X. Show that
either £ or E° is o-bounded and that both E and E¢ are o-bounded if and
only if X is o-compact. 4]

(5) (a) Let X be a locally compact Hausdorff space. If X is also compact, show that
every Baire measure p on X is regular. 6]

(b) Let (X, A, u) and (Y, B, v) be complete measure spaces, R be the semi algebra
of measurable rectangles in X x Y and £ C R,. Then show that g : ¥ —
0, 0c] defined by ¢(y) = p(E,) is measurable and [ gdv = (u x v)(E).  [4]

(c) Let {A,} be asequence of Lebesgue measurable subsets of R such that m(A,N
A;) =0 for all n # [. Show that m(US>A,) =Y 07 m(A,). [4]

(6) (a) State and prove Tonelli’s theorem. 8]

(b) Let u be a finite measure on an algebra A (of subsets of X) and p* its induced
outer measure. Show that a set £ C X is p*-measurable if and only if for
each € > 0 there is a set A € A5, A C E, such that p*(E'\ A) < e. 6]

(7) (a) Let X be a locally compact Hausdorff space, T" be a positive linear functional
on C.(X) and p* be its induced outer measure. Then show that p*(K) < oo
for every compact set K C X and p*(K;UKy) = p*(Kq)+ p*(K>) for disjoint
compact subsets K, Ky of X. 6]

(b) Define complex measure and give two examples with justifications, 5]

(c¢) Let p and v be two regular Borel measures on a locally compact Hausdorff
space X such that [ fdu = [ fdv for all f € C.(X). Prove that p=v. [3]
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Time: 4 hours (This includes one hour time for downloading the paper, scan-
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Instructions: e All notations used are standard e Question no. 1 is compul-
sory e Attempt any four questions from the remaining six questions .

(1) (a) If f: X — Y is a proper surjection and Y is a Lindeldf space then

prove that X is also a Lindelof space. (3)
(b) Justify that the condition of closedness on the sets A and B in the
Uryshon Lemma is essential. (3)
(¢) If X is a regular space and A C X is closed then prove that X/A is
Hausdorff. (2)
(d) If each open subspace of a paracompact space is paracompact then
show that every subspace is paracompact. (3)

(e) Show that the cone C'X of any space X is a connected space.  (3)

(2) (a) Let «~ be an equivalence relation on a space X. If X is locally con-
nected then prove that X/ « is also locally connected. (5)

(b) Let X be a compact Hausdorff space. If A is closed a subset of X then
prove that X/A is homeomorphic to the one point compactification

of (X —A). (5)

(¢) Let f : X — Y be an open identification map and A C X be an
f-saturated set. Prove that g : A — f(A), a — f(a), is an identifi-

cation map. (4)

(3) (a) Let X be a non-compact, locally compact, Hausdorff space. Prove
that its one point compactification X* is a compact Hausdorff space

in which X is dense. (5)

(b) Prove that the product [] 4 Xa of a family of spaces X, is locally
compact if and only if each X, is locally compact and all but finitely

many X,’s are compact. (5)

(c) Prove that a locally compact dense subset of a Hausdorff space X is
open in X. (4)

(4) (a) Let f: X — Y be continuous. If f is closed and f~!(y) is compact
for every y € Y then prove that f is a proper map. (5)

(b) Prove that a first countable, Hausdorff, countably compact space is a
regular space. (5)

(¢c) Establish that any Hausdorff compactification X of a complete reg-
ular space X to which every continuous map of X into a compact
Hausdorff space has an extension, is homeomorphic to X, the Stone

Céch compactification of X. (4)
(5) (a) Using Uryshon Metrization Theorem prove that the continuous image
of a compact metric space in a Hausdorff space is metrizable. (6)

(b) Prove that a space is completely regular if and only if it can be em-
bedded in a cube. (8)
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(6) (a) If X is a normal space, A C X is closed and f : A — (0,1) is
continuous then prove that there exists a continuous function g :

X — (0,1) such that g4 = f. (6)

(b) Let X be a regular space with basis B which is countably locally finite.
Prove that X is normal and every closed set in X is a G5 set.  (8)

(7) (a) Prove that every open covering of Euclidean space R™ has a partition
of unity subordinate to it. (8)

(b) Prove that every F,-set in a paracompact Hausdorff space is para-
compact. (6)
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(1) (a) When do you say that a two level finite difference scheme is stable w.r.t
||.]|? What are its necessary and sufficient conditions?

(b) Does the power-law scheme for steady one-dimensional convection-
diffusion equations is efficient then the Hybrid and the Upwind schemes?
Justify.

9%v

5. at the point (m,n)

(c) Find the finite difference approximation for
and find its order of accuracy.

(d) State the Scarborough condition. How important is this for bounded-
ness property of a discretization scheme? Explain.
(2) (a) Find the order of accuracy and truncation error of the Crank-Nicolson
scheme for the equation u; + au, = f, where a is a positive constant
and f is any function of ¢ and z.

(b) Find the solutions of
ug +u, =0
subject to the initial conditions

0, x <0
x/2, 0<z<2
2—-35, 2<z<4
0, x >4

u(z,0) =

using the leap-frog scheme with h:% and /\:% where /\:%. Find the
solutions upto two time levels.
(3) Derive the Peaceman-Rachford ADI method for two-dimensional heat con-
duction equation u; = Uy, + uy,. Find the solution of the two dimensional
heat conduction equations

Up = Ugg + Uyy
subject to the initial condition
u(z,y,0) = sin(rx)sin(ry), 0<z,y<1
And the boundary condition
u=0 on the boundary,t > 0
Using the Peaceman-Rachford ADI method. With A = }1 and A\ = 1 and

8
integrate for one time step.

[4 Marks]

[4 Marks]

[3 Marks|

[3 Marks|

[7 Marks|

[7 Marks]

[7+7 Marks]
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(4) (a) Derive fully implicit finite volume discretized equation for one-dimensional |7 Marks]
unsteady heat conduction equation:

or o0 ,, 0T
== (ko) + 8
Por = e (Far)
(b) A property @ is transported by means of convection and diffusion [7 Marks]
through one-dimensional domain sketched as follows: Use the required

L o

A= “=L

governing equations; the boundary conditions are ¢, = 1 at x = 0 and
®; =0 at x = L. Divide the domain into 3 three control volumes and
use the hybrid scheme for convection-diffusion, calculate the distribu-
tion of @ as a function of x for u = 2.5m/s. Note that F' = F, = F,, =
2.5, D=D.,=D, =0.5, a Piclet number Pe, = Pe, = ’”jfm = 5.
(5) Consider the problem of heat conduction that includes sources other than [14 Marks]
those arising from boundary conditions which is governed by the equation

d ( dr
—(k—) +q=0,

dx dx

Draw a diagram of a large plate of thickness L = 4 ¢m with constant thermal
conductivity k=0.5 W/m.K and uniform heat generation ¢=1000 kW /m3.
The two faces A and B are at temperatures of 300°C and 400°C respec-
tively. Assuming that the dimensions in the y- and z- directions are so
large that temperature gradients are significant in the x-direction only. Di-
vide the whole domain into three control volumes, calculate the steady state
temperature distribution.

(6) Give an assessment of the central difference, Upwind and Hybrid difference  [64+8 Marks]
in schemes for 1-D convection-Diffusion problem.
What is the essence of a staggered grid? Elucidate with the help of a neat
diagram. Compute the convective flux/unit mass F and the diffusive con-
ductance D at cell faces of the u and v control volume faces.
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(7) Consider the steady, one-dimensional flow of a constant-density fluid through
a duct with constant cross-sectional area. Using staggered grid shown in the
figure below, where the pressure p is evaluated at the main nodes I = A, B, C'
and D, whilst velocity u is calculated at the backward staggered nodes
1=1,2,3 and 4.

(\

31

LmE A Tnlet Bomdary &n.hthmdary/

The problem data are as follows:
. Density p = 1.0kg/m? is constant.
. Duct area A is constant,
Multiplier d in v’ = d(p} — p},,) is assumed to be constant; we take d=1.0.
Boundary conditions: u; = 10m/s, Pp = 0Pa.
. Initial guessed velocity field: say uj = 8.0m/s, u} = 11.0m/s, uj = 7.0m/s.
Use the SIMPLE algorithm and these problem data to calculate pressure
corrections at nodes /=A to D and obtain the corrected velocity fields at
nodes =2 to 4.

[14 Marks]
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question carries equal marks e Non-programmable scientific calculators are allowed. e Notations
have their usual meaning

Section A
(1) (a) Given p(¢) = £2(¢—1) find an explicit multistep method. Write the method explicitly.

(b) Is the linear multistep method yn12 — yn = h[f(Tny2. Y5 0) + f(Tn,yn)], where

Ynio = 3Ynt1 + 2yn = %[f(a:nH, Yn+1) — 3f (zn, yn)] consistent when applied to the
intial value problem ¢ = f(z,y), y(to) = yo? Justify.

(c) Define order and error constant of a linear multistep method.

(d) Derive variational formulation of the problem y"” = %yz, 0<z<1,y(0)=4,y(l) =
1.
Section B

(2) (a) Let & € [0,1] be a constant and denote t,19 = (1 — 0)t,, + 0t,,1. Consider the
generalized midpoint method
Yn+1l = Yn + hf(tn—l—l?’ (1 - e)yn + Gyn-l—l)

for the numerical solution of the problem 3’ = f(z,y). Show that the method is
absolutely stable when 6 € [1/2,1]. Determine the region of absolute stability of the
method when 0 < 6 < 1/2.

(b) Convert the following higher order equation to a system of first order equations
y" () + 4y () + 5y () + 2y(t) = 2¢° + 10t + 8, y(0) = 3, ¢/(0) = —1,4"(0) = 3.

Solve the resulting system of equations using second order Taylor series method to
find the solution at y(0.4) using h = 0.2.

(3) (a) Find the order of the implicit Runge-Kutta method
1 2 1
Yi+1 = yj + 5 (K1 +3K2), Ky =hf(t;,y;), K2 =hf (tj +3h Y+ g (Kt K2)>

for the solution of the initial value problem ' = f(t,y), y(to) = yo. Also, determine
its interval of absolute stability.

(b) The method yj41 = y; + h(szrl + yj) }1‘—2(
solution of the initial value problem 3" = f(¢,
to solve the following initial value problem

y =3t+2y, y(0)=1, h=0.1.

; - y]H) is written for the numerical
Y), y(to) = yo. Use the above method

Determine an approximation to y(0.1).

[2+5 |
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(4) (a) Using the Routh-Hurwitz criterion, find the interval of absolute stability of the
method

h
Yi+1 =y; + 5(23%‘ — 16y +5yj_»)
when applied on to the test equation 3’ = Ay, A < 0. Is it absolutely stable? Justify.

(b) The formula y,43 = y; + %(y; +3Yj+1 +3Yj9 +Yiy3) with a small steplength h is
used for solving the equation 3y’ = —y. Investigate the convergence properties of the
method.

5) (a) Consider the boundary value problem
(5) (a) y p
y'+2y=2, 0<x <1, y(0)=0, y(1) =0.

Determine the coefficients of the approximate solution of the form w(z) = z(1 —
x)(a1 + azx) using Ritz method.

(b) Solve the initial value problem 3y’ = —2ty? y(0) = 1 with ~ = 0.1 on the interval
[0, 0.2] using P-C method

C: yjrr =y + 5 Y1 + )
as P(EC)™E, m = 2.

\V)

(6) (a) Use the Numerov method to replace the boundary value problem
y'+(L+at)y+1=0, y(=1) =0,

by a set of linear difference equations with A = 0.25. Write these equations in matrix
form as My = b. Find M, b and solve for y.

(b) Obtain the Ritz finite element solution of the boundary value problem
y'—y=22, 0<z <1, y(0)+y(0)=1, y(1) = 0.
using linear shape functions and two finite elements.

(7) (a) Solve the boundary value problem
' =zy, y(0)+4(0)=1, y(1)=1

with h = 1/3 using the second order method y;_1 — 2y; + yj4+1 = h2fj. Use second
order approximations for the derivative boundary conditions.

(b) Consider the two point boundary value problem y” = f(z,y,v'), € (a,b) with
boundary conditions
apy(a) — a1y'(a) = 71, boy(b) + b1y (b) = 72,
where ag, by, a1, b1, 11 and 72 are constants. Derive a fourth order numerical
scheme for the solution of the above problem.
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e All questions carry equal marks.

(1) (a) Find the set of all saddle points of the function L(x,y1,y2) =

z?y; —y3 on [—1,1] x [-2,—1] x R.

(b) If (x,y) = (2,2) is an optimal solution of the problem

Minimize z = y + az?® + 2
st. v 4+y >4
z >0

then what is the value of a?

(c) Find a separating hyperplane separating the convex sets
C = {(z1,29,23) : T4 + 22 > 2 and D = {(zy,79,23) : 2% +
223 4+ 22 < 1. Also find a supporting hyperpalne to the set D at
(3:33)-

(d) Ts the function f(z,y,2) = 3z*+ 2? — 2xy convex on R3? Justify.

(2) (a) Find the critical points of the function f(z,y) = 2%y — xy? + 9zy
defined on R? and determine their nature.
(b) Consider the function f : R* — R defined as

2%y
flzy) =4 22 +y*
0, if zy <0.

if xy > 0,

Is this function continuous at (0,0)7 Is it Gateaux differentiable
at (0,0)? Is it Fréchet differentiable at (0,0)7 Justify.

(3) Find the Karush-Kuhn-Tucker (KKT) points of the following problem
Minimize x — 2% + 32
st.z4+y=4
r >0,y >0.
Find the nature of the KKT points and also solve it geometrically.

(4) Find the dual of the following problem
Minimize z = 2z1 — 4x9 + x% + x%
T+ 3[132 S 6
T > 0.
Also find the saddle point of the Lagrangian.

[3 Marks]

[4 Marks]

[4 Marks]

[3 Marks|

[7 Marks]

[7 Marks|

[14 Marks]

[14 Marks]
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(5) Solve the following problem using convex simplex method
Minimize z = x1 — T3 + 227 + 23
s.t. 41‘1 + X9 S 4
T+ 31’2 S 6
x1 20,290 2 0.
Also solve the above problem geometrically.

(6) Solve the following problem using Wolfe’s method
Maximize z = 2x — 4x9 — 27 — 223
st. x1+ x5 < 1
x1 20,290 2 0.
Also solve the above problem geometrically.

(7) (a) Solve the following problem geometrically and using exterior
penalty function method
Minimize f(x1,z2) = 29 + 3
st.xy+a2>1
starting from the point (z1,x2) = (0,0) with x4 = 1,8 = 10 and
e=0.1.
(b) Solve the problem using barrier function method
Minimize f(z) =3z —1
st. x> -2
starting from the point x = 0 with y=1,8 = %o and € = 0.01.

[14 Marks]

[14 Marks]

[7 Marks|

[7 Marks]
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(1) (a) Obtain the expressions for resolvent and iterated kernels for [4 Marks]
Volterra’s integral equation.

(b) Solve the integral equation ¢(z) =1+ z + [ e 2= Dg(t)dt. [2 Marks]

(c) Show that equation ¢(z) = 5 fo 1—|—gb2( ))dt, (a(z) >0  [3 Marks]

for all z € [0,1]) has no real solutlons 1f fo (z)dx > 1.

(d) If a(z) is continuous in [a,b], and if f x)h'(x)dx = 0 for [3 Marks]
every function h(z) € Dy(a,b) such that h( ) h(b) = 0 and
R (a) = h'(b) = 0, then prove that a(x) = ¢y + c1x for all z in
[a, b] with ¢y and ¢; as constants.

(e) State the Buckingham w-theorem. [2 Marks|

(2) (a) Show that the differential of a differentiable functional is unique. [443 Marks]
Find the extremals of the functional fjol (y* + y"* — 2y sinx)dz.

(b) Show that regular perturbation fails on the boundary value prob-  [7 Marks]
lem: ey +(1+€)y+y=0,0<t<1,0<e<<1withy(0)=0
and y(1) = 1. If ¢ is near zero, show that ey”(t) is large; if
t = O(1), then find the solution. Find the exact solution and
hence, find the inner and outer approximations.

(3) (a) Solve the following integro-differential equation: [> Marks]
¢ (x) — 20 (z) + d(z) + 2/ cos (z —t)¢ (t)dt + 2/ sin (z — t)¢ (t)dt = cos x;
0 0
with ¢(0) = ¢'(0) = 0.

(b) Derive the Abel’s generalised equation for a particle moving  [5 Marks]
under the gravity and also obtain the solution.

(c) Using the Fredholm determinants, find the resolvent kernel for [4 Marks]
the kernel K (z,t) = sinx — sint.

(4) (a) Define the reciprocal kernels. Obtain the Volterra solution of [2+4 Marks]
nonhomogeneous Fredholm integral equation of second kind.
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(b) Solve the integral equation [4-+4 Marks]

2w
o(x) =z + )\/0 |m — t|sinx ¢(t)dt

Also find the iterated kernels for the kernel K(z,t) = e*cost,
a=0,b=m.

(5) (a) Using the Hilbert-Schmidt method, solve [7 Marks|
1

o(z) = (x +1)? +/_ (zt + 2°t*)p(t)dt.

1

(b) Define Fredholm alternatives. Prove that eigenfunctions of a [2+5 Marks]
symmetric kernel corresponding to different eigenvalues are or-

thogonal.
(6) (a) Investigate the solvability of ¢(x f |z — m|p(t)dt = x for [4 Marks]
different values of parameter \.
(b) Use the Green’s function to reduce the BVP [6 Marks|

"+ Ay =2z y(0) = y(1) = 0, ¥/ (0) =/ (1);
into an integral equation.

(c) Prove that the characteristic numbers of a symmetric kernel are [4 Marks|
real.
(7) (a) Find the characteristic numbers and eigenfunctions of the ho- [7 Marks|

mogeneous integral equation if the kernel is given by

sinx cost, 0<x<t¢,
(1) = 9
sint cosz, t<z< %
(b) A physical system is described by a law f(F, P, A) = 0, where [7 Marks]

E, P and A are energy, pressure, and area, respectively. Show
that PA%2/E = const.

MO



Department of Mathematics, University of Delhi
M.A./M.Sc. Mathematics Open Book Examination 2020
Part-1II, Semester-I11

MMATH18-305(1) Coding Theory(Unique Paper Code 223503301)

Time: 3 Hrs Max. Marks:35

Attempt 5 questions in all. Question 1 is compulsory. All questions carry equal marks.
Notations and symbols have their usual meaning. Marks are indicated against each
question.

1. (a) Prove that the number of inequivalent binary codes of length n and containing
just two codewords is n.

(b) Find the dimension and rate of ternary (3,9,2)-code.

(c) Show that there is a one-to-one correspondence between cosets and syndromes.

(d) Determine the number of codewords of weight 3 in Hamming code Ham(r,2).

(e) Show that a code having minimum distance 4 can be used simultaneously to
correct single error and detect double errors.

(f) Prove that A,(n,n) =gq.

(g) Find the largest possible dimension of C(7,k,3)-linear code.

2. (a) Prove that a g-ary (¢ + 1,M,3)-code satisfies the relation M < g9~ !.

(b) If d even and n < 2d, then show that A»(n,d) < Lﬁj.

(c) Prove that a nonzero codeword polynomial of minimum degree in a cyclic code
C is unique.

3. (a) Let C is a binary Hamming code of length n and C is its extended code of
length n+ 1. For a binary symmetric channel with symbol error probability p,

1

o))

ey
6]

ey

o))

ey
ey

2)
3)
2)

“)



find P.,,(C) and Pwr,((:‘) in terms of p and n. Hence, show that P, (C) =
Peorr(C).

(b) Consider the ring (Zs = {0,1,2,3,4},+s, x5). Let f(x) = 2+ 5x +3x% +2x° (3)
and g(x) = 1 +4x+ 5x%. Find
(@) f(x) +g(x).
(i) £ (x).g(x).

4. (a) Abitword 0101 is to be transmitted. Construct the even parity seven-bit Ham- 4
ming code for this data. Further, a 7 bit Hamming code is received as 1011101.
Assume even parity and state whether the received code is correct or not? If
wrong state the bit in error.

(b) Let C be a code over GF(3) generated by 3)
120210
201 2 01
11121 2

Find a parity-check matrix and minimum distance of the code C.

5. (a) Obtain a (7,4)-cyclic code generated by g(x) = x> + x>+ 1. Also, determine 4)
whether the received sequence v = (1001100) is valid or not? If not correct it.

(b) Write down a parity-check matric for the 7-ary [8,6]-Hamming code and use 3)
it to decode the received vectors 34524102 and 12054334.

6. (a) Let C be a binary [7,4]-code with the generator matrix )
1001010
G- 1 001101
|1 010100
0101100

Determine the set of codewords.
0 0O

(b) Find C* for C = (1) 3)
1

O = =
—_ = O



7. (a) Let C; and C; be cyclic codes of length n over F and let g;(x) and g»(x) be @
their generator polynomials, respectively. Show that the set

{c(x) € F,[x] : c¢(x) = ga(x)c1(x) (mod (x" —1)) forsome c;(x) € C}
is a cyclic code of length n over F. Also, find its generator polynomial.

(b) (i) Write out the multiplication table for F>[x]/(x*> + 1). Explain why 3)
Flx]/(x* 4+ 1) is not a field.

(ii) Find the condition for (n,2,n)-code to be a perfect code.

(iii) For a linear (n,k,d)-code over GF(q), show thatd <n—k+ 1.
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All questions carry equal marks.

e Notations: (2, F, P) denote a probability space in all of the following
questions. The stochastic process (W (t) : t > 0) denotes a one-dimensional
standard Brownian Motion and {F}" };>¢ denotes the natural filtration of the
Brownian motion. B(R) denotes the Borel o-algebra on R.

(1) (a) Let Q= R. Define
P(A) = adi(A) + B62(A) + v65(A),

where ¢, denotes the Dirac measure in ¢ € R and «, (3,7 €
R. Determine the set of all a, 3,7 € R such that P defines a
probability measure on (£2, B(R)).

(b) Calculate P(|W(t)| < x) in terms of CDF of standard normal.

(c) Prove that the Black-Scholes formulae for the price of European
call and put options on a non-dividend paying stock satisfy put-
call parity.

(d) Suppose u(t, z) satisfies the diffusion equation 2% = —%% with
terminal condition w(7,z) = h(z). Using Feynman-Kac theo-
rem, find the stochastic representation of the solution u(t,z).
Compute u(0, z) for h(z) = z2.

(e) Compute E[(S(t))?] where S(t) is given by
S(t) = S(0)elr=27 oW ®),
(2) Let @ =[0,1) and let D = {[0,1),[5,1)}.
)

(a) Determine the o-algebra o(D) of Q which is generated by D.
(b) Define a function

2, if w e |0, :—li),
X:0—=R, Xw)={ 3, ifweli3),
—1.1, else,

Is X a 0(D)-B(R) measurable function? Justify your answer.
(c) Define a function

V:Q—=R, Y(w)=w.

Is Y a 0(D)-B(R) measurable function? Justify your answer.

[1 Marks]

[1.5 Marks]
[1.5 Marks]

[1.5 Marks]

[1.5 Marks]

[2.5 Marks]
[2.5 Marks]

[2 Marks]
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(3) For a fixed T' > 0, define the process M = (M(t) : t > 0) by
M(t) = E[W(T)*|F"].
(a) Show that (M(t) : t € [0,T]) defines a martingale with respect
to {7 hiepor)-
(b) Determine M(t) for ¢ > T and prove or disprove that (M(t) :

t > 0) is a martingale w.r.t. V. Note that the values for ¢t > T
are included.

(¢) Show using the properties of Brownian motion that for ¢ € [0, 7]
it follows that

M(t) = 3(T — )W (t) + W3(t).

(4) Let Y; be a F{V-measurable function with E[Y?] = 1 and Y; be a
F3¥-measurable function with E[Y;}] = 2. Define a stochastic process
(@(t) : 1 € [0,4]) by

3, iftelo,1],

) v, ifte (2],
W= v, ifte (23],
0, ifte (3,4

Give a reason why (®(¢) : ¢t € [0,4]) is an adapted stochastic process.
Write the stochastic integral

/ ") aw ()

as the sum of three random variables. Calculate the mean and vari-
ance of the stochastic integral

/4 () AW (1),

(5) Define the process (Y(t) : t > 0) by
Y (t) == (W(t) +t)exp (—W(t) — 1t)
Write Y as an It6 process, that is find a(¢) and b(t) such that
dY (t) = a(t) dt + b(t) AW (t).
Also, find E[Y (¢)] and Var[Y (t)].

(6) Consider option on an underlying stock which gives a continuous div-
idend of its dividend yield q during the life of the option. The sto-
chastic equation for the stock becomes

ds
S

where 1 and o are the drift rate and the volatility respectively and are
constant. From time ¢ to ¢ + dt, the change in the portfolio value of a
portfolio containing one unit of stock will have an additional effect of

=(p—q)dt +odW(t)

[3 Marks|

[2 Marks]

[2 Marks]

[7 Marks]

[7 Marks]

[7 Marks|
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¢S dt due to dividend payment . Let r denote the risk-free interest rate
with continuous compounding. Derive the modified Black-Scholes
equation for the European call option on the underlying asset S.
Write the stochastic representation of the price as an expectation
using the Feynman-Kac theorem.

(7) Let S represent the non-dividend paying stock in the Black-Scholes [7 Marks]
model given by

S(t) _ S(O)e(u_%UQ)H_UW(t)

under the real world measure P. Let () denote the risk-neutral mea-
sure. Write the dynamics of S under ). Compute the time zero price
of an option which pays M Rupees at maturity 7 if K; < S(T) < K,
and 0 otherwise.



