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MATH14-402A: Abstract Harmonic Analysis

Time: 2 hours Max. Marks: 70

Instructions:

1. Attempt any seven questions.

2. All questions carry equal marks.

1. Let H =

(

λ

1+λ
0

0 1

1+λ

)

, 0 ≤ λ ≤ 1. Show that p(a) = tr(Ha) is a positive

linear functional on M2(C). Find the norm of p.

2. Let A = C0(R). Let Π be a map from A into B(L2(R)) given by (Π(f)g)(x) =
f(x)g(x) for f ∈ A and g ∈ L2(R). Show that Π is a representation of A and
〈Π(f ∗)g, h〉 = 〈(Π(f))∗g, h〉, where 〈·, ·〉 is an inner product in L2(R). If
f(x) = e−x2

, then show that ‖Π(f)‖ ≤ 1.

3. Let Π be a unitary representation of R on a Hilbert space H. Show that ρ

given by

〈ρ(f)u, v〉 =

∞
∫

−∞

f(x)〈Π(x)u, v〉dx ∀u, v ∈ H

is a ∗-representation of L1(R). Under what conditions ρ is cyclic? Justify.

4. Find an orthonormal basis of Z(L2(SU(2))). Justify your answer.

5. Show that the function g(x) =
∞
∫

−∞

eitx−|t|dt is a positive definite function on

R. Is f(x) = ex
2

on R a positive definite function? Justify your answer.

6. Show that every irreducible unitary representation of a compact group is finite
dimensional. Give a 3-dimensional irreducible representation of SU(2).

7. State and prove orthogonality relation for coordinate functions of representa-
tions on a compact group.

8. State and prove Bochner’s theorem for positive type functions on R× T.
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9. Let A = C[0, 1], the space of continuous functions on [0, 1]. If x ∈ A, ‖x‖∞ ≤
1, show that there exists y ∈ A such that y2 = e−x, where e(u) = 1 ∀u ∈ [0, 1].

10. For a compact group G, if f ∈ L1(G) satisfies

f(x)f(y) =

∫

G

f(txt−1y)dt, ∀x, y ∈ G,

then show that f = 0 or f =
1

d
χU , where χU is the trace function of an

irreducible representation U of G. Illustrate the result for G = T, the circle
group.
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Operators on Hardy Hilbert Spaces : 402 (C)

Maximum Marks : 70 Time: 2 hrs

Attempt seven questions in all. All symbols carry their usual meaning.

1. Show that H∞(D) ⊂ H2(D). Give an example of a function in H2(D) which is not
in H∞(D). (10)

2. Compute T ∗ where T : H2(D)→ H2(D) is given by Tf(z) = zf(z), f ∈ H2(D), z ∈
D. Determine whether or not M := {f ∈ H2(D) : f(0) = 0 = f ′(0)} is a reducing
subspace for T. (10)

3. What is meant by an outer function in H2(D) ? Give two examples of outer func-
tions. Further show that an outer function can not have any zeros in D. (10)

4. Let T : H2(D) → H2(D) be given by T (zn) = z(n+3), n = 0, 1, . . . . Show that T is
an isometry and find the Wold decomposition of T. (10)

5. Let S be the unilateral shift and T = I+S2. Show that T on H2(T) = {f ∈ L2(T) :
〈f, en〉 = 0, n = −1,−2 . . .} is a Toeplitz operator and express it in the form Tφ for
an appropriate φ. (10)

6. Let φ ∈ L∞(T) be given by φ(eiθ) = 2+3eiθ+e2iθ. Find Ker Tφ where Tφ represents

the Toeplitz operator on H2(T) with symbol φ (10)

7. Determine whether the operators Tφ and Tψ acting on H2(T) are (i) normal (ii) self
adjoint, where φ(eiθ) = −1 + eiθ + e−iθ and ψ(eiθ) = 2i(eiθ + e−iθ) + 1. Do Tφ and
Tψ commute? Justify. (10)

8. Show that ‖f‖2 = ‖f‖2 = ‖f ∗‖2 for every f ∈ L2, where f ∗(eiθ) := f(e−iθ). Further
prove that if f ∈ L∞ then f and f ∗ ∈ L∞ and ‖f‖∞ = ‖f‖∞ = ‖f ∗‖∞. (10)

9. Show that the flip operator J on L2(T) is unitary and self adjoint and that

PJ = JW (I − P )W ∗

where W is the bilateral shift and P is the projection of L2(T) onto H2(T). (10)

10. Let w ∈ D, S be the unliateral shift on H2(T) and kw(eiθ) = 1
1−weiθ . Show that

S∗(kw ⊗ kw) = (kw ⊗ kw)S. Hence or otherwise prove that kw ⊗ kw has a Hankel
matrix with respect to the standard orthonormal basis of H2(T). (10)
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MATH14 403(A), Calculus on Rn

Time : 2 hours Maximum Marks : 70

Attempt any seven questions. Each question carries 10 marks. Unless otherwise
mentioned, U will denote an open subset of Rm .

(1) Let f : R2 → R be defined by

f(x, y) =

{ xy
x2+y2

, (x, y) 6= (0, 0),

0, (x, y) = (0, 0).

Show that the partial derivatives D1f and D2f of f exist at every point of R2

but are not bounded in any neighborhood of (0, 0).
(2) Define f, g : R2 → R2 by f(x, y) = (x2 + y2, sinxy) and g(u, v) = (uv, ev). Use

chain rule to compute D(g ◦ f) and verify it by explicitly computing g ◦ f .
(3) Let V = {(x, y) ∈ R2 : 0 < x2 + y2 < 1 and f : V → R3 be a C1 function such

that Df(x, y) = 0 for all (x, y) ∈ V . Can you conclude that f is a constant?
Justify your answer. What if we replace V by
Ṽ = {(x, y) ∈ R2 : x2 + y2 < 1, y 6= 0}? Justify.

(4) Let f : R5 → R2 be a C1 function such that for a = (1, 2, 3, 0, 5), f(a) = 0 and

Df(a) =

[
1 2 1 3 4
0 3 5 2 1

]
.

Show that there is a neighborhood W of (1, 3, 0) in R3 and a C1 map
ϕ : W → R2 such that ϕ(1, 3, 0) = (2, 5) and for (x1, x2, x3) ∈ W ,
f(x1, ϕ1(x), x2, x3, ϕ2(x)) = 0. Compute Dϕ(1, 3, 0).

(5) Show that the function f : R2 → R2 defined by f(x, y) = (x2 − y2, 2xy) is one to
one on V = {(x, y) ∈ R2 : x > 0, y > 0}, find f(V ), and if g is the inverse
function of f , compute Dg(0, 3).

(6) Define f : R → R by

f(t) =

{
1+cos t

2
, −π ≤ t ≤ π

0, otherwise,

ϕ2m(t) = f(t+mπ), for m ≥ 1 and ϕ2m+1(t) = f(t−mπ), for m ≥ 0. Show that
(ϕm) is a sequence of C1 functions on R with compact support and that∑∞

m=1 ϕm(t) = 1, ∀t ∈ R .
(7) Let H be the parallelogram in R2 whose vertices are (2, 1), (4, 4), (5, 5), (3, 2).

Find the affine map T which sends (0, 0) to (2, 1), (1, 0) to (4, 4) and (0, 1) to
(3, 2). Use T to convert the integral

α =

∫
H

e2y1−y2dy1dy2

into an integral over I2 = [0, 1]× [0, 1] and thus compute it.
1



2

(8) Find the value of the 3-form ω = z3dx ∧ dy ∧ dz on the 3-surface Ψ in R3, where
D = {(r, θ, ϕ) : 0 ≤ r ≤ 2, 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π} and
Ψ(r, θ, ϕ) = (r sin θ cosϕ, r sin θ sinϕ, r cos θ). What happens if z3 is replaced by
zk for some odd natural number k?

(9) Prve that the 1-form

ω =
−x2

x21 + x22
dx1 +

x1
x21 + x22

dx2

on R2 \ {(0, 0)} is closed. Prove also that ω is not exact by showing that∫
C
ω 6= 0 for some suitable closed curve C.

(10) In R3 consider the forms

ω = y2zdx+ y2z2dy − 3xy2dz

η = yz2dx+ x3z2dy − y2x2dz.
Verify by direct computation, d(dω) = 0 and d(ω ∧ η) = (dω) ∧ η − ω ∧ (dη).

——————–
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Part II Semester IV
MATH14-404(B): ADVANCED FLUID DYNAMICS

Time: 2 hours Maximum Marks: 70

Instructions: • Answer ANY 7 questions. • Each question carries 10 marks.•
All the symbols have their usual meaning.

(1) Compute the ratio of inertial force to viscous per unit mass and identify the [10 Marks]
non-dimensional number. Compare the transport and diffusion phenomena
in the motion of conducting fluid under magnetic field.

(2) Calculate the isothermal and isentropic compressibilities in a non-deal gas [10 Marks]
given by p(v − b) = RT . Show that non-idealness of the gas decreases
the compressibilities. Derive the isentropic compressibility in term of the
Mach number. Using the Mach number, classify the fluid flow.

(3) For a non-deal gas with equation of state p(v−b) = RT , the internal energy [10 Marks]
u per unit mass is u = 3p(v−b), where p and v are the pressure and volume.
Assuming that γ(= cp/cv) is constant, show that p3γ(v−b)4 = F (T ), where
F is an arbitrary function.

(4) Show that p(v−b)γ =constant for an isentropic flow of a non-ideal gas given [10 Marks]
by p(v − b) = RT . Show that entropy of an isolated system performing
internal irreversible processes will increase.

(5) Show that a shock wave is compressive in nature. Deduce the flow variables [10 Marks]
behind a very strong shock wave in term of shock speed.

(6) Under suitable assumptions, derive the wave equation in term of velocity [10 Marks]
potential due to a small disturbance. Find the speed of the small distur-
bance and explain the wave motion physically.

(7) What are the Maxwell’s electromagnetic field equations and constitutive [10 Marks]
relations for a conducting fluid in motion. A charge can not exists in a
conductor at rest under pre-Maxwell’s equations. Justify?

(8) Describe the interaction between the bulk motion of conducting fluid and [10 Marks]
electromagnetic field. Discuss the basic equations of motion of an inviscid
conducting fluid under an electric and magnetic field.

(9) Estimate the non-dimensional boundary layer thickness at leading distance [10 Marks]
x. Compute the skin friction on a flat plate of length l.

(10) Perform scale analysis on the basic non-dimensional equations of motion [10 Marks]
for two dimensional unsteady laminar flow of lightly viscous incompress-
ible fluid over cylindrical body of slender section and derive the Prandlt
boundary layer equations. Explain the interaction of boundary layer flow
with outer flow.
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MATH14 404(F): OPTIMIZATION TECHNIQUES AND CONTROL THEORY

Time: 2 hours Maximum Marks: 70

Instructions: • Attempt any seven questions. • All questions carry equal marks. • All
symbols have usual meaning.

(1) If C is a convex set in R2 and f is function defined on R then evaluate the convex
function f(x) = inf{α ∈ R : (x, α) ∈ C} when
(i) C = {(x, α) ∈ R2 : 3x2 + 2α2 ≤ 2};
(ii) C = {(x, α) ∈ R2 : x2 + α2 < 1} ∩ {(x, α) ∈ R2 : (x− 1)2 + α2 ≤ 1}.
Are the two functions defined above closed?

(2) Let f be a convex function defined on Rn such that clf 6= f . Do they have the
same conjugate? Justify.
Let f : Rn → R∪{+∞} be a proper convex function. If x is a point in the effective
domain of f and ξ is a vector in the subdifferential of f at x then what is the
value of the conjugate of f at ξ? Justify.

(3) Is the subdifferential of a proper convex function at a point in its effective domain
a closed convex set? Justify. What if the point is in the interior of its effective
domain?
Give an example of a proper convex function f : R→ R ∪ {+∞} such that three
different points in the effective domain of f are such that at one point the sub-
differntial is empty, at another point the subdifferential is a singleton and at the
third point the subdifferential is an infinite set.

(4) Check if the problem (Pφ) is stable where φ : R× R→ R ∪ {+∞} is defined as

φ(x,w) =

{
x2 − w, if x ≥ w,
+∞, if x < w.

(5) Is the dual of dual always the primal? If no then under what condition is this true?
Find the dual of the problem (Pφ) considered in Q.4 Also check the stability and
normality of the dual problem.

(6) Use Newton’s method, to find the next two iterates for minimizing f(x, y) =
x3 + y2 − 2xy − x starting from the point (0, 0).

(7) How is the gradient projection method different from gradient descent method?
Explain both theoretically and geometrically.

(8) Use dynamic programming approach to solve the linear programming problem
Max z = 2x1 + 4x2

subject to x1 ≤ 4, 2x2 ≤ 5, 3x1 + 2x2 ≤ 15,
x1 ≥ 0, x2 ≥ 0.

(9) Solve the following optimal control problem

Max
∫ 1

0
(x− ẋ2)dt− [x(1)]2

subject to x(0) = 2.

(10) What is the difference between the classical approach and modern approach in
control theory? What are the necessary and sufficient optimality conditions in the
case of modern approach?


